Fast NRZLM Encodi ng and Decodi ng Al gorithm

Byte-oriented al gorithnms save tine.
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A recently devel oped al gorithm saves encodi ng and decoding tine in the
operation of data-conmunication systens that utilize the NRZM code,
which is derived from the better-known non-return-to-zero-level (NRZL)
code. This algorithmutilizes |ookup tables that contain the results of
routi ne encodi ng and decodi ng conmputati ons that would otherwi se have to
be perforned repeatedly.

A stream of synmbols in NRZM code is generated from an input stream of
symbols in NRZL code. The NRZM code was originally devel oped as a neans
to convert a steady, high-level signal (a |long sequence of 1111...111)
into a variable signal (1010....10 or 0101..... 01, depending on the
choice of 0 or 1 for the initial state of the coding algorithm. The
NRZM code provides signal-level transitions in an idle state when there
is tinme for synchronizati on of encoding and decodi ng equi pment.

An expl anation of the nomenclature of algorithms for NRZM encodi ng and
decoding is prerequisite to an explanation of the present innovative
algorithm 1In general, algorithnse that transform streans of synbols
between NRZL and NRZM codes are denoted collectively as "NRZLM
algorithms. O these, subalgorithns that transform NRZL input streans
into NRZM output streams are called "NRZM' algorithns, whil e
subal gorithnms that transform NRZM input streams into NRZL out put
streans are called "NRZL" al gorithmns.

Bef ore t he pr esent i nnovative NRZM algorithm was devel oped,
transformati ons between NRZL and NRZM were effected by the Binary NRZLM
algorithm which is bit-oriented; that is, it operates on only one bit
at a tinme. Even if an NRZL data source is byte-oriented, it is
necessary to disassenble the NRZL bytes into bits, then encode the bits
into NRZM one at a time by use of the Binary NRZM algorithm then
reassenmble the NRZM encoded bits into bytes. Simlar considerations
apply to use of the Binary NRZL algorithm to decode from NRZM back to
NRZL.

The NRZM code and the Binary NRZM al gorithm can be explained in terns
of a finite-state automaton that can be in either of two states; 0 or 1
(see figure). These states correspond to output bits. If the automaton
isin

either state and receives an input bit 0O, it remains in that state. If
the automaton is in either state and receives an input bit of 1, it
changes to the other state. Thus, the output bit for a given input bit
depends on the state of the decoder after receipt of the imediately
preceding input bit; this state is called the "last state." The |ast
state depends on the chosen initial state and on the sequence of input
bits up through the inmediately preceding bit.

Thus, in the Binary NRZM algorithm it is necessary to go bit-by-bit
through the entire sequence of preceding NRZL input bits to arrive at



the output NRZM bit for a given input NRZL bit. Simlarly, in the
Binary NRZL algorithm it is necessary to go bit-by-bit through the
entire sequence of preceding NRZM input bits to arrive at the NRZL
output bit for a given input NRZM bit.

The present innovative NRZLM algorithm is byte-oriented. It exploits
the follow ng observation: One can conmence coding or decoding from any
point in a sequence of input bits, without having to step through the
entire sequence of preceding input bits, provided that one has sone
other way of knowing the last state imediately preceding that point.
Thus, if bits in an input sequence are grouped into bytes, one can
start to encode or decode at the beginning of any byte, provided that
one knows the | ast state produced by the preceding byte or bytes.

In fornmulating this byte-oriented NRZLM algorithm the results of
codi ng and decodi ng operations are preconputed by the Binary NRZM and
Binary NRZL algorithns and stored in |ookup tables; these tables
contain the output bytes and last states for all possible input bytes
and preceding last states. Thus, instead of a Iong sequence of
operations on individual bits, the encoding and decodi ng of each input
byte involves only initialization by use of the last state from the
precedi ng byte, followed by a table-lookup operation to find the output
byt e and anot her table-lookup operation to find the new | ast state.
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A Two-State Automaton that makes transitions in response to an input
bit of 1 inplenments the NRZM code and the Binary NRZM al gorithm
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